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Abstract of the contribution: This contribution proposes to add additional text on Key Issue 19: Architecture impacts when using virtual environments regarding first details on the work plan.
Introduction
This contribution proposes to extend the description of KI 19 and proposes to set up a work plan for solutions.
Discussion
Within NextGen systems or 5G as envisaged by NGMN et al. the use of virtualized network functions hosted in central or distributed clouds will become the general manner. However, instead of transferring information in traditional ways of interfaces between static network functions via static pre-configured interfaces the new approach calls for new and more flexible and efficient way of information exchange. To exploit the corresponding solution space an extended problem description and first set of work tasks are proposed. These WTs can be added to other work task proposals contributed to this meeting.
Proposal
It is proposed to add the following solution description to the TR 23.799 “Study on Architecture for Next Generation System”.
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The NextGen system is expected to support deployments in virtualized environments. By virtualized i.e. software implementation of core and access network functions instead of statically configured hardware entities the envisaged flexibility of service demand specific functions and capabilities in a resource efficient manner is possible. In addition to currently developed Network Function Virtualization (NFV) and Software Defined Networking (SDN), also Cloud Computing and Mobile Edge Computing (MEC) technologies will enable a shared resource usage and on-demand processing and low-latency processing. This key issue will determine the need for and architecture impacts due to load rebalancing and load migration in the context of:
-	scaling of a network function instance, and
-	dynamic addition or removal of a network function instance.
Editor's note:	An appropriate definition of the various types of scaling will be discussed during the course of the work on this key issue.
NOTE:	Since in a virtual environment stateless network functions in general replace stateful entities the local storage of session and UE state context information shall be an exception. When local storage cannot be avoided all network functions within the physical and virtual infrastructure require an exposure mechanism for all relevant information. Details on a fully standardized mechanism and exceptionally proprietary solutions allowing for direct access to the information have to be clarified.

NOTE:	Load rebalancing and load migration across network function instances assumes multiple active instances of a network function. Potential issues No impact in terms of network performance degradation shall resulting from load rebalancing and load migration . Especially it should to be addressed may include:
-	how to avoid (UE) signalling overhead.
-	…

Virtual representation of abstracted physical infrastructure also may resolve traditional means of interworking between different network functions and introduce the need for new mechanisms between different instances of same network functions. To realize such interworking and information exchange in an efficient and flexible way may require a generic (i.e. network functionality independent) method which shall be fully standardised. In some cases (exceptionally) a implementation specific measure for direct access of network function instances to required data may be necessary. Also a parallel operation of virtual and physical network functions shall be possible.
It shall be investigated
· How to handle the impact from instantiation, termination, and scaling operations of virtual network functions?
· Which requirements apply to a proper solution for interworking and information exchange between network functions and network function instances?
· How to differentiate between situations requiring standardized mechanisms and those where these will not be needed?
· To which extent are means to enable inter-operation between conventional entities and virtualized functions required?
· …
NOTE: 	Additional operational issues in terms of potential degradation in reliability and overall end-to-end delay due to improperly deployed virtualized environments (e.g. redundancy and location) may arise. Corresponding countermeasures are management tasks and investigation of such countermeasures may be performed in SA5.
NOTE:	Virtual instantiation of network functions may create additional security issues requiring suitable mechanisms for protection of and access control to virtual network function instances. Such issues may be investigated in SA3.
NOTE:	Aspects of virtualization may not only apply to traditional core network functions - especially in view of blurred borders between CN and (R)AN – but also comprise access related network functions (e.g. C-RAN model with distributed RRHs and a central BBU). The issues affecting predominantly the (R)AN domain are within primary responsibility of RAN WGs.
Editor‘s note:	Whether joint investigations on (R)AN and CN domain aspects of virtualization shall be established is for further discussion.

5.19.2	Work Tasks
All work tasks below apply when virtual environments are used in the NextGen architecture implementation.
Table 5.19.2-1: Work Tasks for Key issue Virtualization
	Work Task ID
	Work Task(s)
	Work Task Description

	AVE_WT_#1
	scaling of network functions
	1) What is the impact of migrating virtual network functions (i.e. rebalancing and migration)?
2) What is the impact of adding virtual network function instances?
3) What is the impact of reducing virtual network function instances?

	AVE_WT_#2
	New means for inter-VNF communication
	1) Which requirements have to be fulfilled by a method for efficient and flexible inter-working between virtual network functions?
2) When and which mechanisms shall be standardised to share information (e.g. session, state) between virtual network functions?
3) Identify scenarios where procedures for inter-VNF communication may be implementation specific.

	AVE_WT_#3
	Interaction between PNFs and VNF
	1) What is the kind of inter-operation between traditional monolithic bare metal entities and virtual instances within an overarching architecture?
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